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#### Abstract

In this paper, we first give a simple proof of the decomposition theorem in Alber (Field Inst. Comm. 25 (2000) 77) and then present a new decomposition of arbitrary elements in reflexive strictly convex and smooth Banach spaces. As applications of the decomposition theorem, we give the representations of the metric projection operator for some kind of closed convex sets. Finally, we provide a sufficient condition under which the generalized projection operator coincides with the metric projection operator. © 2004 Elsevier Inc. All rights reserved.
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## 1. Introduction

It is well known that Moreau's decomposition theorem (see [12])

$$
x=P_{K} x+P_{K^{0}} x, \quad\left\langle P_{K} x, P_{K^{0}} x\right\rangle=0,
$$

[^0]where $K$ is a closed convex cone in a Hilbert space and $K^{0}$ is the polar cone of $K$, is an important principle in Hilbert spaces. However, the transition from Hilbert space to Banach space is not so simple. In 1998, Alber [2] obtained a semi-definite decomposition of arbitrary elements of reflexive strictly convex and smooth Banach spaces by using the generalized projection, i.e.,
$$
x=J^{-1} \Pi_{K^{0}} J x+w, \quad\left\langle\Pi_{K^{0}} J x, w\right\rangle=0,
$$
where $K$ is a closed convex cone, $J: X \rightarrow X^{*}$ is the duality mapping, $w \in K$, and $\Pi_{K^{0}}$ denotes the generalized projection operator. Later on, Alber [3] refined this result and obtained a definite decomposition by using the metric and the generalized projections, i.e.,
$$
x=P_{K} x+J^{-1} \Pi_{K^{0}} J x, \quad\left\langle\Pi_{K^{0}} J x, P_{K} x\right\rangle=0 .
$$

In this paper, we first give a simple proof of the decomposition theorem in [3] and then present a new decomposition of arbitrary elements in a reflexive strictly convex and smooth Banach space. As applications of the decomposition theorem, we give the representations of the metric projection operator for some kind of closed convex sets. Finally, we provide a sufficient condition under which the generalized projection operator coincides with the metric projection operator.

## 2. Preliminaries

Let $X$ be a real Banach space with the dual space $X^{*}$. Denoting by $\|\cdot\|$ and $\|\cdot\|_{*}$ the norms on $X$ and $X^{*}$, respectively. As usual, we denote the duality pairing of $X^{*}$ and $X$ by $\left\langle x^{*}, x\right\rangle$, or $\left\langle x, x^{*}\right\rangle$, where $x^{*} \in X^{*}$ and $x \in X$.

The duality mapping $J: X \rightarrow X^{*}$ defined by

$$
J(x)=\left\{x^{*} \in X^{*} \mid\left\langle x^{*}, x\right\rangle=\left\|x^{*}\right\|_{*}^{2}=\|x\|^{2}\right\} \quad \forall x \in X
$$

the duality mapping $J^{*}$ from $X^{*}$ to $X$ is determined by

$$
J^{*}\left(x^{*}\right)=\left\{x \in X \mid\left\langle x, x^{*}\right\rangle=\|x\|^{2}=\left\|x^{*}\right\|_{*}^{2}\right\} \quad \forall x^{*} \in X^{*} .
$$

The following basic results concerning the duality mapping are well known (see [6])

- $X$ is reflexive if and only if $J$ is surjective;
- $X$ is smooth if and only if $J$ is single-valued;
- $X$ is strictly convex if and only if $J$ is injective.

The definitions of the strict convexity, smoothness of Banach spaces and related properties can be found in $[6,10]$.

If $X$ is a reflexive Banach space, then $X$ is strictly convex if and only if $X^{*}$ is smooth and $X$ is smooth if and only if $X^{*}$ is strictly convex. In a word, if a Banach space $X$ is reflexive strictly convex and smooth, then $J, J^{*}$ are one-to-one singlevalued operators and $J^{-1}=J^{*}$.

Let $X$ be a Banach space, $C \subset X$ is a closed convex subset. The set-valued mapping $\pi(C \mid \cdot): X \rightarrow C$ defined by

$$
x \mapsto \pi(C \mid \cdot)=\left\{y \in C:\|x-y\|=d_{C}(x)\right\},
$$

where $d_{C}(x)=\inf _{z \in C}\|x-z\|$, is called the metric projection operator from $X$ on $C$.
Note that for $x \in X, \pi(C \mid x)$ is the set of optimal solutions of the following minimization problem:

$$
\left(\mathrm{P}_{1}\right) \quad \inf _{y \in C}\|x-y\|^{2} .
$$

The following characterization of the metric projection operator can be found in [9] (see also [16]).

Lemma 2.1. Let $C$ be a closed convex set of a Banach space $X$. Then

$$
\bar{x} \in \pi(C \mid x) \Leftrightarrow J(x-\bar{x}) \cap N(C, \bar{x}) \neq \emptyset
$$

where $N(C, \bar{x})$ is the normal cone to $C$ at $\bar{x} \in C$ defined by

$$
N(C, \bar{x}):=\left\{x^{*} \in X^{*} \mid\left\langle x-\bar{x}, x^{*}\right\rangle \leqslant 0 \quad \forall x \in C\right\} .
$$

We recall that (see [15]): $C$ is said to be proximinal if $\pi(C \mid x) \neq \emptyset$ for all $x \in X ; C$ is said to be a semi-Chebyshev set if $\pi(C \mid x)$ is a singleton at most; $C$ is said to be a Chebyshev set if it is proximinal and semi-Chebyshev. It is known that [15] $X$ is reflexive if and only if each closed convex subset of $X$ is proximinal, and that $X$ is strictly convex if and only if each closed convex subset of $X$ is semi-Chebyshev. When $\pi(C \mid \cdot)$ is single-valued mapping, denoted by $P_{C}$, it is called the best approximate operator (metric projection operator).

In the following of this section, we assume that $X$ is a reflexive strictly convex and smooth Banach space. In this situation, $\pi(C \mid \cdot)=P_{C}(\cdot)$ is single-valued, and Lemma 2.1 reduces to

$$
\bar{x}=P_{C}(x) \Leftrightarrow\langle J(x-\bar{x}), y-\bar{x}\rangle \leqslant 0 \quad \text { for all } y \in C .
$$

This inequality will be called the basic variational principle for $P_{C}$ in $X$.
Consider now the following problem:

$$
\left(\mathrm{P}_{2}\right) \quad \inf _{y \in C} W(x, y)
$$

where $W(x, y):=\|x\|^{2}-2\langle J x, y\rangle+\|y\|^{2}$ is called the Lyapunov function. We know that the problem $\left(\mathrm{P}_{2}\right)$ has an unique solution because $W(x, y)$ is strictly convex in $y$. The operator

$$
\Pi_{C} x:=\arg \min _{y \in C} W(x, y)
$$

is said to be the generalized projection of $x$ on $C$ (see [1]).
Some applications of the generalized projection operator can be found in [1,2,5,8]. We recall (see [1]) that the following properties of the generalized projection operator
on an arbitrary convex closed set $C$ :

- The operator $\Pi_{C}: X \rightarrow C \subset X$ is identity on $C$, i.e., for every $x \in C, \Pi_{C} x=x$.
- The operator $\Pi_{C}$ is a d-accretive operator in $X$, i.e.,

$$
\left\langle J x-J y, \Pi_{C} x-\Pi_{C} y\right\rangle \geqslant 0 \quad \forall x, y \in X
$$

- The operator $\Pi_{C}$ gives the absolutely best approximation of $x \in X$ relative to the functional $W(x, y)$, i.e.,

$$
W\left(\Pi_{C} x, y\right) \leqslant W(x, y)-W\left(x, \Pi_{C} x\right) \quad \forall y \in C
$$

Consequently, $\Pi_{C}$ is the conditionally nonexpansive operator relative to the functional $W(x, y)$ in Banach spaces, i.e.,

$$
W\left(\Pi_{C} x, y\right) \leqslant W(x, y) \quad \forall y \in C
$$

- In a Hilbert space $H, J$ is an identity operator, $W(x, y)=\|x-y\|^{2}, \Pi_{C}$ coincides with the metric projection operator $P_{C}$.

The following result is of great importance (see [1]):
Lemma 2.2 (Basic variational principle for the generalized projection). Assume that $C \subset X$ is a closed convex subset. Then $\hat{x}=\Pi_{C} x$ is the generalized projection of $x$ on $C$ if and only if the inequality

$$
\langle J x-J \hat{x}, y-\hat{x}\rangle \leqslant 0 \quad \forall y \in C
$$

holds.
Let $K$ be a convex cone of $X$. Denoted by $K^{0}$ and $K^{+}$the polar cone and the dual cone of $K$

$$
\begin{array}{ll}
K^{0}=\left\{x^{*} \in X^{*}:\left\langle x^{*}, x\right\rangle \leqslant 0\right. & \forall x \in K\}, \\
K^{+}=\left\{x^{*} \in X^{*}:\left\langle x^{*}, x\right\rangle \geqslant 0\right. & \forall x \in K\} .
\end{array}
$$

Obviously, $K^{0}$ and $K^{+}$are closed convex cones in $X^{*}$; furthermore, $K^{+}=-K^{0}$. If $K$ is a closed convex cone, then $K^{00}=K$.

When $C$ is a nonempty closed convex cone $K$, Lemmas 2.1 and 2.2 become
Corollary 2.1. Let $K \subset X$ be a nonempty closed convex cone and $x \in X$. Then $\bar{x}=$ $P_{C}(x)$ if and only if

$$
\langle J(x-\bar{x}), \bar{x}\rangle=0
$$

and

$$
\langle J(x-\bar{x}), y\rangle \leqslant 0 \quad \forall y \in K
$$

Corollary 2.2. Assume that $K \subset X$ is a nonempty closed convex cone. Then, for every $x \in X, \hat{x}=\Pi_{K} x$ if and only if
$\langle J x-J \hat{x}, \hat{x}\rangle=0$
and

$$
\langle J x-J \hat{x}, y\rangle \leqslant 0 \quad \forall y \in K .
$$

Corollary 2.3. Assume that $K$ is a nonempty closed convex cone of $X$. Then

$$
\Pi_{K}(x)=J^{*} \Pi_{K^{+}+J x}(J 0)
$$

and

$$
\left\|\Pi_{K}(x)\right\| \leqslant\|x\| \quad \forall x \in X
$$

By applying Corollary 2.1, one can obtain the decomposition of an arbitrary element $x$ of $X$ in the form (see $[3,13])$ : there exists $v \in J^{*}\left(K^{0}\right)$ such that

$$
x=P_{K} x+v \quad \text { and }\left\langle J v, P_{K} x\right\rangle=0
$$

Corollary 2.2 was used in [2] to obtain another type decomposition, namely, there exists $w \in K$ such that

$$
x=J^{*} \Pi_{K^{0}} J x+w \quad \text { and }\left\langle\Pi_{K^{0}} J x, w\right\rangle=0 .
$$

However, both decompositions are "semi-definite" because the elements $v$ and $w$ are unknown. By combining the metric projection and the generalized projection operators, Alber [3, Theorem 2.4] obtained a completely determined decomposition of arbitrary elements of $X$, namely

$$
x=P_{K} x+J^{*} \Pi_{K^{0}} J x \quad \text { and } \quad\left\langle\Pi_{K^{0}} J x, P_{K} x\right\rangle=0
$$

In the following section, we shall give a simple proof of the above decomposition theorem.

## 3. Generalized decomposition theorem

Theorem 3.1 (Alber [3, Theorem 2.4]). Assume that $X$ is a real reflexive strictly convex and smooth Banach space, the set $K \subset X$ is a nonempty closed convex cone. Then for every $x \in X$ and $\phi \in X^{*}$, the decompositions

$$
\begin{aligned}
& x=P_{K} x+J^{*} \Pi_{K^{0}} J x \quad \text { and } \quad\left\langle\Pi_{K^{0}} J x, P_{K} x\right\rangle=0, \\
& \phi=P_{K^{0}} \phi+J \Pi_{K} J^{*} \phi \quad \text { and } \quad\left\langle P_{K^{0}} \phi, \Pi_{K} J^{*} \phi\right\rangle=0
\end{aligned}
$$

hold.
Proof. By Theorem 2.6 in [2], there exist $\omega \in K$ and $\psi \in K^{0}$ such that

$$
\begin{align*}
& x=J^{*} \Pi_{K^{0}} J x+\omega \quad \text { and } \quad\left\langle\Pi_{K^{0}} J x, \omega\right\rangle=0  \tag{1}\\
& \phi=J \Pi_{K} J^{*} \phi+\psi \quad \text { and } \quad\left\langle\psi, \Pi_{K} J^{*} \phi\right\rangle=0 . \tag{2}
\end{align*}
$$

We next prove that $\omega$ and $\psi$ in (1) and (2) are just $P_{K} x$ and $P_{K^{0}} \phi$, respectively. From (1), we have $\left\langle\Pi_{K^{0}} J x, x\right\rangle=\left\langle\Pi_{K^{0}} J x, x-\omega\right\rangle=\|x-\omega\|^{2}$. Hence, for every $y \in K$,

$$
\left\langle\Pi_{K^{0}} J x, x-y\right\rangle=\|x-\omega\|^{2}-\left\langle\Pi_{K^{0}} J x, y\right\rangle \geqslant\|x-\omega\|^{2} .
$$

The last inequality comes from $y \in K, \Pi_{K^{0}} J x \in K^{0}$. Thus,

$$
\begin{aligned}
\|x-\omega\|^{2} & \leqslant\left\|\Pi_{K^{0}} J x\right\|_{*}\|x-y\| \\
& =\|J(x-\omega)\|_{*}\|x-y\|=\|x-\omega\|\|x-y\| .
\end{aligned}
$$

If $\|x-\omega\|=0$, then $x \in K$ and $\omega=P_{K} x$. If $\|x-\omega\|>0$, then

$$
\|x-\omega\| \leqslant\|x-y\| \quad \forall y \in K
$$

i.e., $\omega=P_{K} x$. The second part can be proved similarly.

Remark. When $X$ is a Hilbert space, the decomposition $x=P_{K} x+J^{*} \Pi_{K^{0}} J x$, reduces to

$$
x=P_{K} x+P_{K^{0}} x
$$

which is just the Moreau decomposition theorem [12]. If $K$ is a subspace $L$ in a Hilbert space $H$ and $L^{\perp}$ is its orthogonal complement, then this theorem reduces to the Risz decomposition, i.e.,

$$
x=P_{L^{\prime}} x+P_{L^{\perp}} x
$$

In 2001, Wang and Wang [13] obtained a generalized orthogonal decomposition theorem for a proximinal (Chebyshev) linear subspace in Banach spaces. In the following, we shall extend it to closed convex cones in Banach spaces. For each $x \in X$, set $x_{1}^{\perp}=\left\{x^{*} \in X^{*} \mid\left\langle x, x^{*}\right\rangle=0\right\}$.

Theorem 3.2. Let $X$ be a Banach space, $K \subset X$ be a proximinal closed convex cone . Then, for every $x \in X$,

$$
x=x_{1}+x_{2}, \quad x_{1} \in K, \quad x_{2} \in J^{-1}\left(K^{0}\right)=\pi(K \mid \cdot)^{-1}(0) \quad \text { and } \quad J\left(x_{2}\right) \cap x_{1}^{\perp} \neq \emptyset
$$

If $K$ is Chebyshev, then

$$
x=P_{K} x+x_{2}, \quad x_{2} \in J^{-1}\left(K^{0} \cap\left(P_{K} x\right)^{\perp}\right)
$$

and the decomposition is unique.
Proof. By Lemma 2.1 we easily see that $J^{-1}\left(K^{0}\right)=\pi(K \mid \cdot)^{-1}(0)$.
Since $K$ is proximinal, $\pi(K \mid x) \neq \emptyset$ for all $x \in X$. Take $x_{1} \in \pi(K \mid x)$, and let $x_{2}=$ $x-x_{1}$. Then $x=x_{1}+x_{2}$ and

$$
J\left(x_{2}\right) \cap N_{K}\left(x_{1}\right)=J\left(x-x_{1}\right) \cap N_{K}\left(x_{1}\right) \neq \emptyset
$$

by Lemma 2.1. Since $K$ is a closed convex cone, we see that $N_{K}\left(x_{1}\right)=K^{0} \cap x_{1}^{\perp}$. It follows that $x_{2} \in J^{-1}\left(K^{0}\right)$ and $J\left(x_{2}\right) \cap x_{1}^{\perp} \neq \emptyset$.

If $K$ is Chebyshev, then, for every $x \in X \backslash K, \pi(K \mid x)$ is singleton, denoted by $P_{K}(x)$. Hence

$$
x=P_{K} x+x_{2}, \quad x_{2} \in J^{-1}\left(K^{0} \cap\left(P_{K} x\right)^{\perp}\right)
$$

Suppose that there is another decomposition for $x$, for instance,

$$
x=u_{1}+u_{2}, \quad u_{1} \in K, \quad u_{2} \in J^{-1}\left(K^{0} \cap u_{1}^{\perp}\right) .
$$

Then

$$
J\left(x-u_{1}\right) \cap N_{K}\left(u_{1}\right)=J\left(u_{2}\right) \cap N_{K}\left(u_{1}\right) \neq \emptyset,
$$

and then $u_{1} \in \pi(K \mid x)$ by Lemma 2.1. Since $K$ is Chebyshev, we have $u_{1}=P_{K}(x)$. Hence $u_{2}=x-P_{K}(x)=x_{2}$. This shows that the decomposition is unique.

When $K$ is a linear subspace, $K^{0}=K^{\perp}$ and $K^{\perp} \cap x_{1}^{\perp}=K^{\perp}$. Hence, in this case, the theorem above reduces to Theorem 3.2 in [13].

The question arises: whether we can obtain a decomposition result as in Theorem 3.1 under the assumptions of Theorem 3.2?

Corollary 3.1. Let $X$ be a reflexive strictly convex Banach space, $K \subset X$ be a closed convex cone. Then, for every $x \in X$, the (unique) decomposition

$$
x=P_{K} x+x_{2}, x_{2} \in J^{-1}\left(K^{0}\right) \quad \text { and } \quad\left\langle J\left(x_{2}\right), P_{K}(x)\right\rangle=0
$$

holds.

In fact, we can derive Theorem 3.1 from Corollary 3.1. In the following, we will discuss another decomposition of arbitrary elements in a reflexive strictly convex and smooth Banach space.

Lemma 3.1. Let $X$ be a real reflexive strictly convex and smooth Banach space and let $f(\cdot)$ be a finite convex function on $X$. Suppose that $z \in X$ and $C:=\{x \in X: f(x) \leqslant t\}$ is the sub-level set of $f(\cdot)$ corresponding to $t$ with $f(z)>t>\inf f(X)$. Then

$$
\Pi_{C} z=(J+\mu \partial f)^{-1}(J z)
$$

where $\mu$ is an arbitrary positive solution to

$$
f\left((J+\mu \mathrm{\partial} f)^{-1}(J z)\right)=t
$$

Proof. We know that $\Pi_{C} z$ is the unique solution of the convex program

$$
\min \left\{\frac{1}{2}\|z\|^{2}-\langle J z, y\rangle+\frac{1}{2}\|y\|^{2}\right\} \quad \text { subject to } f(y) \leqslant t .
$$

The Slater's condition holds for this program. Hence, there exists a Lagrange multiplier $\mu \geqslant 0$ with

$$
J z \in J \Pi_{C} z+\mu \mathrm{\partial} f\left(\Pi_{C} z\right) \quad \text { and } \quad \mu\left(f\left(\Pi_{C} z\right)-t\right)=0
$$

Since $z \notin C$, we conclude $\mu>0$. Thus, $f\left(\Pi_{C} z\right)=t$ and

$$
J z \in(J+\mu \partial f)\left(\Pi_{C} z\right)
$$

Since the resolvent $(J+\mu \partial f)^{-1}$ of a maximal monotone operator $\partial f$ is singledvalued, we have

$$
\Pi_{C} z=(J+\mu \partial f)^{-1}(J z)
$$

Theorem 3.3. Let $C$ be a nonempty bounded closed convex subset of a real reflexive strictly convex and smooth Banach space $X$ and let

$$
C^{0}:=\left\{x^{*} \in X^{*}:\left\langle x^{*}, x\right\rangle \leqslant 1, x \in C\right\}
$$

be the polar set of $C$. Then for every $y^{*} \in X^{*} \backslash C^{0}$ and $z \in X$ with $J z \notin C^{0}$,

$$
J^{*} y^{*}=\mu P_{C}\left(\frac{J^{*} y^{*}}{\mu}\right)+J^{*}\left(\Pi_{C^{0}} y^{*}\right)
$$

where $\mu=\left\langle\Pi_{C^{0}} y^{*}, J^{*} y^{*}-J^{*}\left(\Pi_{C^{0}} y^{*}\right)\right\rangle$ is the unique positive solution of

$$
\mu=\left\langle J\left(J^{*} y^{*}-\mu P_{C}\left(\frac{J^{*} y^{*}}{\mu}\right)\right), \mu P_{C}\left(\frac{J^{*} y^{*}}{\mu}\right)\right\rangle
$$

and

$$
z=\mu P_{C}\left(\frac{z}{\mu}\right)+J^{*}\left(\Pi_{C^{0}} J z\right)
$$

where $\mu=\left\langle\Pi_{C^{0}} J z, z-J^{*} \Pi_{C^{0}} J z\right\rangle$ is the unique positive solution of

$$
\mu=\left\langle J\left(z-\mu P_{C}\left(\frac{z}{\mu}\right)\right), \mu P_{C}\left(\frac{z}{\mu}\right)\right\rangle
$$

Proof. The polar set $C^{0}$ is nothing but the sublevel set of the continuous convex finite (since $C$ is bounded) function $\delta_{C}^{*}$ corresponding to 1 (where $\delta_{C}$ denotes the indicator function of $C$ and $\delta_{C}^{*}$ is the conjugate of $\left.\delta_{C}\right)$. Since $\delta_{C}^{*}\left(y^{*}\right)>1>0=\delta_{C}^{*}(0)$. We apply Lemma 3.1 for $y^{*}$

$$
\Pi_{C^{0}} y^{*}=\left(J^{*}+\mu \mathrm{\partial} \delta_{C}^{*}\right)^{-1}\left(J^{*} y^{*}\right)
$$

where $\mu$ is an arbitrary positive solution to the equation

$$
\delta_{C}^{*}\left(\left(J^{*}+\mu \partial \delta_{C}^{*}\right)^{-1}\left(J^{*} y^{*}\right)\right)=\delta_{C}^{*}\left(\Pi_{C^{0}} y^{*}\right)=1 .
$$

Further, $\Pi_{C^{0}} y^{*}=\left(J^{*}+\mu \mathrm{\partial} \delta_{C}^{*}\right)^{-1}\left(J^{*} y^{*}\right)$ if and only if $J^{*} y^{*} \in\left(J^{*}+\mu \mathrm{\partial} \delta_{C}^{*}\right)\left(\Pi_{C^{0}} y^{*}\right)$, i.e., $\frac{J^{*} y^{*}-J^{*}\left(\Pi_{C} 0^{*} y^{*}\right)}{\mu} \in \partial \delta_{C}^{*}\left(\Pi_{c^{0}} y^{*}\right)$, equivalently, $\quad \Pi_{C^{0}} y^{*} \in \partial \delta_{C}\left(\frac{\left.J^{*} y^{*}-J^{*}{ }^{*} \Pi_{C} y^{*}\right)}{\mu}\right)$. Since $\partial \delta_{C}\left(\frac{J^{*} y^{*}-J^{*}\left(\Pi_{C} y^{*}\right)}{\mu}\right)$ is a convex cone, the above inclusion is equivalent to

$$
\frac{\Pi_{C^{0}} y^{*}}{\mu} \in \partial \delta_{C}\left(\frac{J^{*} y^{*}-J^{*}\left(\Pi_{C^{0}} y^{*}\right)}{\mu}\right)
$$

That is

$$
J J^{*}\left(\frac{\Pi_{C^{0}} y^{*}}{\mu}\right) \in \partial \delta_{C}\left(\frac{J^{*} y^{*}-J^{*}\left(\Pi_{C^{0}} y^{*}\right)}{\mu}\right)
$$

which is equivalent to

$$
\left\langle J\left(\frac{J^{*} y^{*}}{\mu}-\frac{J^{*} y^{*}-J^{*}\left(\Pi_{C^{0}} y^{*}\right)}{\mu}\right), y-\frac{J^{*} y^{*}-J^{*}\left(\Pi_{C^{0}} y^{*}\right)}{\mu}\right\rangle \leqslant 0 \quad \text { for all } y \in C .
$$

It follows from Lemma 2.1 that

$$
\frac{J^{*} y^{*}-J^{*}\left(\Pi_{C^{0}} y^{*}\right)}{\mu}=P_{C}\left(\frac{J^{*} y^{*}}{\mu}\right)
$$

Therefore,

$$
J^{*} y^{*}=\mu P_{C}\left(\frac{J^{*} y^{*}}{\mu}\right)+J^{*}\left(\Pi_{C^{0}} y^{*}\right)
$$

Since $\delta_{C}^{*}\left(\Pi_{C^{0}} y^{*}\right)=1$, we have

$$
\begin{aligned}
1 & =\delta_{C}^{*}\left(\Pi_{C^{0}} y^{*}\right)+\delta_{C}\left(P_{C}\left(\frac{J^{*} y^{*}}{\mu}\right)\right) \\
& =\delta_{C}^{*}\left(\Pi_{C^{0}} y^{*}\right)+\delta_{C}\left(\frac{J^{*} y^{*}-J^{*}\left(\Pi_{C^{0}} y^{*}\right)}{\mu}\right) \\
& =\left\langle\Pi_{C^{0}} y^{*}, \frac{J^{*} y^{*}-J^{*}\left(\Pi_{C^{0}} y^{*}\right)}{\mu}\right\rangle .
\end{aligned}
$$

Hence

$$
\mu=\left\langle\Pi_{C^{0}} y^{*}, J^{*} y^{*}-J^{*}\left(\Pi_{C^{0}} y^{*}\right)\right\rangle .
$$

On the other hand, if we replace $y^{*}$ with $J z$, then we complete the proof.

## 4. The representative of the metric projection

From Theorem 3.1, one sees that $P_{K} x=x-J^{*} \Pi_{K^{0}} J x$. That is to say that the metric projection $P_{K} x$ can be obtained by calculating $J^{*} \Pi_{K^{0}} J x$. We will find, in many cases, that the calculation of the generalized projection can be reduced to calculate the minimum of a quadratic function with one variable. Our results generalize the corresponding results in [7] from Hilbert spaces to reflexive, strictly convex and smooth Banach spaces.

Theorem 4.1. Suppose that $X$ is a real reflexive strictly convex and smooth Banach space, $x_{0}^{*} \in X^{*} \backslash\{0\}$ and $c \in R$. Let $L=\left\{x \in X:\left\langle x_{0}^{*}, x\right\rangle=0\right\}$ and

$$
\begin{aligned}
H_{c}= & \left\{x \in X:\left\langle x_{0}^{*}, x\right\rangle=c\right\} . \text { Then } \\
& P_{L}(x)=x-\frac{\left\langle x_{0}^{*}, x\right\rangle}{\left\|x_{0}^{*}\right\|_{*}^{2}} J^{*}\left(x_{0}^{*}\right) \quad \forall x \in X, \\
& P_{H_{c}}(x)=x-\frac{\left\langle x_{0}^{*}, x\right\rangle-c}{\left\|x_{0}^{*}\right\|_{*}^{2}} J^{*}\left(x_{0}^{*}\right) \quad \forall x \in X .
\end{aligned}
$$

Proof. According to Theorem 3.1, we need only to calculate $\Pi_{L^{\perp}} J x$. Note that $L^{\perp}=\left\{r x_{0}^{*}: r \in R\right\}$. By Proposition 1.3 in [3], we have $\Pi_{L^{\perp}} J x=\frac{\left\langle x_{0}^{*}, x\right\rangle}{\left\|x_{0}^{x}\right\|_{*}^{2}} x_{0}^{*}$. Hence

$$
P_{L} x=x-J^{*}\left(\frac{\left\langle x_{0}^{*}, x\right\rangle}{\left\|x_{0}^{*}\right\|_{*}^{2}} x_{0}^{*}\right)=x-\frac{\left\langle x_{0}^{*}, x\right\rangle}{\left\|x_{0}^{*}\right\|_{*}^{2}} J^{*}\left(x_{0}^{*}\right) .
$$

We know that there exists an element $y_{0} \in X$ such that $H_{c}=L+\left\{y_{0}\right\}$, where $x_{0}^{*}\left(y_{0}\right)=c$. Hence, we have

$$
\begin{aligned}
P_{H_{c}}(x) & =P_{L+y_{0}}(x)=P_{L}\left(x-y_{0}\right)+y_{0} \\
& =\left[\left(x-y_{0}\right)-\frac{\left\langle x_{0}^{*}, x-y_{0}\right\rangle}{\left\|x_{0}^{*}\right\|_{*}^{2}} J^{*}\left(x_{0}^{*}\right)\right]+y_{0} \\
& =x-\frac{\left\langle x_{0}^{*}, x\right\rangle-c}{\left\|x_{0}^{*}\right\|_{*}^{2}} J^{*}\left(x_{0}^{*}\right) .
\end{aligned}
$$

Remark. Theorem 4.1 was proved in [14] by using different methods.
If $K=\left\{x \in X:\left\langle x_{0}^{*}, x\right\rangle \leqslant 0\right\}$, where $x_{0}^{*} \in X^{*} \backslash\{0\}$, then $K^{0}=\left\{r x_{0}^{*}: r \geqslant 0\right\}$ and the representatives of the metric projection can be obtained as well.

Theorem 4.2. Suppose that $X$ is a real reflexive strictly convex and smooth Banach space, $\quad x_{0}^{*} \in X^{*} \backslash\{0\} \quad$ and $c \in R$. Let $K=\left\{x \in X:\left\langle x_{0}^{*}, x\right\rangle \leqslant 0\right\}$ and $K_{c}=$ $\left\{x \in X:\left\langle x_{0}^{*}, x\right\rangle \leqslant c\right\}$. Then for each $x \in X$,

$$
P_{K} x=x-\max \left\{0, \frac{\left\langle x_{0}^{*}, x\right\rangle}{\left\|x_{0}^{*}\right\|_{*}^{2}}\right\} J^{*}\left(x_{0}^{*}\right)
$$

and

$$
P_{K_{c}} x=x-\max \left\{0, \frac{\left\langle x_{0}^{*}, x\right\rangle-c}{\left\|x_{0}^{*}\right\|_{*}^{2}}\right\} J^{*}\left(x_{0}^{*}\right) .
$$

Proof. Since $K^{0}=\left\{r x_{0}^{*}: r \geqslant 0\right\}$, we have

$$
W\left(J x, \Pi_{k^{0}} J x\right)=\min _{r \geqslant 0}\left\{\|x\|^{2}-2 r\left\langle x, x_{0}^{*}\right\rangle+r^{2}\left\|x_{0}^{*}\right\|_{*}^{2}\right\} .
$$

Obviously, the minimum is attained at $r=\max \left\{0, \frac{\left\langle x_{0}^{*}, x\right\rangle}{\left\|\left.\right|_{0} ^{*}\right\|_{*}^{2}}\right\}$. Hence,

$$
\Pi_{k^{0}} J x=\max \left\{0, \frac{\left\langle x_{0}^{*}, x\right\rangle}{\left\|x_{0}^{*}\right\|_{*}^{2}}\right\} x_{0}^{*}
$$

By Theorem 3.1, we have

$$
P_{K} x=x-J^{*} \Pi_{K^{0}} J x=x-\max \left\{0, \frac{\left\langle x_{0}^{*}, x\right\rangle}{\left\|x_{0}^{*}\right\|_{*}^{2}}\right\} J^{*}\left(x_{0}^{*}\right) .
$$

We recall that

$$
C_{\alpha}:=\{(x, r) \in X \times R:\|x\| \leqslant \alpha r\}
$$

where $\alpha>0$, is said to be an icecream cone of $X \times R$. The polar cone of $C_{\alpha}$ is

$$
C_{\alpha}^{0}:=\left\{\left(x^{*}, s\right) \in X^{*} \times R:\left\langle\left(x^{*}, s\right),(x, r)\right\rangle=x^{*}(x)+s r \leqslant 0 \quad \forall(x, r) \in C_{\alpha}\right\} .
$$

Since the nonpolyhedral structure of the icecream cone, the explicit formula for the projection on it is very important. Some other results related to the icecream cone can be found in [11].

Theorem 4.3. Let $X$ be a real reflexive strictly convex and smooth Banach space and let $C_{\alpha}$ be an ice cream cone in $X \times R$. Then $-C_{\alpha}^{0}=(J \times I)\left(C_{1 / \alpha}\right)=\left\{\left(x^{*}, s\right) \in X^{*} \times\right.$ $\left.R \mid\left\|x^{*}\right\|_{*} \leqslant s / \alpha\right\}$, and for every $(x, r) \in X \times R$,

$$
P_{C_{\alpha}}(x, r)= \begin{cases}(x, r) & \text { if }\|x\| \leqslant \alpha r \\ (0,0) & \text { if }\|\alpha x\| \leqslant-r \\ \frac{\alpha\|x\|+r}{\alpha^{2}+1}\left(\alpha \frac{x}{\|x\|}, 1\right) & \text { otherwise }\end{cases}
$$

Proof. By the definition of duality mapping $J$, it is easy to see that $(J \times I)\left(C_{1 / \alpha}\right)=$ $\left\{\left(x^{*}, s\right) \in X^{*} \times R \mid\left\|x^{*}\right\|_{*} \leqslant s / \alpha\right\}$. We will show that $-C_{\alpha}^{0} \subset(J \times I)\left(C_{1 / \alpha}\right)$. Take any $\left(x^{*}, s\right) \in C_{\alpha}^{0}$. Then $\left(\alpha J^{*} x^{*},\left\|x^{*}\right\|_{*}\right) \in C_{\alpha}$. Hence

$$
\left\langle\left(x^{*}, s\right),\left(\alpha J^{*} x^{*},\left\|x^{*}\right\|_{*}\right)\right\rangle=\alpha\left\|x^{*}\right\|_{*}^{2}+s\left\|x^{*}\right\|_{*} \leqslant 0
$$

If $\quad\left\|x^{*}\right\|_{*} \neq 0$, then $\left\|x^{*}\right\|_{*} \leqslant-s / \alpha$, equivalently $\quad\left(-x^{*},-s\right) \in(J \times I)\left(C_{1 / \alpha}\right)$. Suppose $x^{*}=0$. Since $(0,1) \in C_{\alpha}$ and $(0, s) \in C_{\alpha}^{0}$, we have $s \leqslant 0$. Hence, $\left\|x^{*}\right\|=0 \leqslant-s / \alpha$ and hence $(0,-s) \in(J \times I)\left(C_{1 / \alpha}\right)$. We next show that $-(J \times$ $I)\left(C_{1 / \alpha}\right) \subset C_{\alpha}^{0}$. Take any $\left(x^{*}, s\right) \in-(J \times I)\left(C_{1 / \alpha}\right)$, i.e., $\left\|x^{*}\right\|_{*} \leqslant-s / \alpha$. For every $(x, r) \in C_{\alpha}$, we have

$$
\left\langle\left(x^{*}, s\right),(x, r)\right\rangle=\left\langle x^{*}, x\right\rangle+r s \leqslant \alpha r \times(-s / \alpha)+r s=0 .
$$

By the definition of polar cone, we have $-(J \times I)\left(C_{1 / \alpha}\right) \subset C_{\alpha}^{0}$.
By Theorem 3.1, it suffices to calculate $\Pi_{C_{\alpha}^{0}}(J x, r)$. The first case is obvious. If $\|\alpha x\| \leqslant-r$, then $(J x, r) \in C_{\alpha}^{0}$. Hence $\Pi_{C_{\alpha}^{0}}(J x, r)=(J x, r)$ and hence
$\left(J^{*} \times I\right)\left(\Pi_{C_{\alpha}^{0}}(J x, r)\right)=(x, r)$. If $\|x\|>\alpha r$ and $\|\alpha x\|>-r$, we need show that

$$
\Pi_{c_{x}^{0}}(J x, r)=\frac{\|x\|-\alpha r}{\alpha^{2}+1}\left(\frac{J x}{\|x\|},-\alpha\right)
$$

Let us abbreviate $r_{0}:=\frac{\alpha^{2} r-\alpha\|x\|}{1+\alpha^{2}}, x_{0}^{*}=-\frac{r_{0}}{\alpha} \frac{J x}{\|x\|}$. Then the formula above becomes

$$
\Pi_{C_{x}^{0}}(J x, r)=\left(x_{0}^{*}, r_{0}\right) .
$$

It is clear that $r_{0}<0$ and $\left(x_{0}^{*}, r_{0}\right) \in C_{\alpha}^{0}$. We check the basic variational inequality for generalized projection: Take any $\left(x^{*}, s\right) \in C_{\alpha}^{0}$

$$
\begin{aligned}
&\langle \left.\left(J^{*} \times I\right)(J x, r)-\left(J^{*} \times I\right)\left(x_{0}^{*}, r_{0}\right),\left(x^{*}, s\right)-\left(x_{0}^{*}, r_{0}\right)\right\rangle \\
& \quad=\left\langle x^{*}-x_{0}^{*}, x-J^{*} x_{0}^{*}\right\rangle+\left(r-r_{0}\right)\left(s-r_{0}\right) \\
& \quad \leqslant\left(\left\|x^{*}\right\|_{*}+\left\|x_{0}^{*}\right\|_{*}\right)\left\|x-J^{*} x_{0}^{*}\right\|+\left(r-r_{0}\right)\left(s-r_{0}\right) \\
& \quad \leqslant\left(\frac{r_{0}}{\alpha}-\frac{s}{\alpha}\right)\left(\|x\|+\left\|J^{*} x_{0}^{*}\right\|\right)+\left(r-r_{0}\right)\left(s-r_{0}\right) \\
& \quad=\left(\frac{r_{0}}{\alpha}-\frac{s}{\alpha}\right)\left(\|x\|+\frac{r_{0}}{\alpha}\right)+\left(r-r_{0}\right)\left(s-r_{0}\right) \\
& \quad=\left(r_{0}-s\right)\left(\frac{\alpha\|x\|+r_{0}}{\alpha^{2}}-r+r_{0}\right)=0 .
\end{aligned}
$$

## 5. A sufficient condition for the coincidence of the generalized projection and the metric projection

It should be observed that, in general, the metric projection and the generalized projection do not coincide. The following example provided in [4] illustrates this fact.

Example 1. Let $X=\mathbb{R}^{3}$ be endowed with the norm

$$
\left\|\left(x_{1}, x_{2}, x_{3}\right)\right\|=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}+\left(x_{2}^{2}+x_{3}^{2}\right)^{1 / 2}
$$

This is a strictly convex and smooth Banach space and $K=\left\{x \in \mathbb{R}^{3} \mid x_{2}=x_{3}=0\right\}$ is a closed convex cone of it. Simple computation show that $P_{K}(1,1,1)=(1,0,0)$ and $\pi_{K}(1,1,1)=(2,0,0)$.

In the following, we shall provide a condition which ensures that the generalized projection $\Pi_{K} x$ coincides with the metric projection $P_{K} x$.

Theorem 5.1. Suppose that $X$ is a real reflexive strictly convex and smooth Banach space, $K \subset X$ is a nonempty closed convex cone, and that $x \in X$ satisfies

$$
\begin{equation*}
\left\langle P_{K} x, J x-J P_{K} x\right\rangle=0 \tag{3}
\end{equation*}
$$

Then

$$
P_{K} x=\Pi_{K} x
$$

Proof. From (3), we have

$$
\left\langle J^{*}\left(J x-\left(J x-J P_{K} x\right)\right), J x-J P_{K} x\right\rangle=\left\langle P_{K}(x), J x-J P_{K} x\right\rangle=0 .
$$

It is clear that

$$
\left\langle J^{*}\left(J x-\left(J x-J P_{K} x\right)\right), x^{*}\right\rangle=\left\langle P_{K} x, x^{*}\right\rangle \leqslant 0 \quad \text { for all } x^{*} \in K^{0} .
$$

It follows from Corollary 2.1 that

$$
P_{K^{0}} J x=J x-J P_{K} x .
$$

Hence

$$
J x=J P_{K} x+P_{K^{0}} J x
$$

On the other hand, by Theorem 3.1, we also have

$$
J x=J \Pi_{K} J^{*} J x+P_{K^{0}} J x=J \Pi_{K} x+P_{K^{0}} J x .
$$

Since the decomposition is unique and $J$ is injective, we have

$$
P_{K} x=\Pi_{K} x .
$$

Remark. If $x \in X$ satisfies

$$
\left\langle J x-J\left(x-J^{*} \Pi_{K^{0}} J x\right), x-J^{*} \Pi_{K^{0}} J x\right\rangle=0
$$

and

$$
J x-J\left(x-J^{*} \Pi_{K^{0}} J x\right) \in K^{0},
$$

then $P_{K} x=\Pi_{K} x$. This assertion follows from Theorems 3.1 and 2.9 in [2].
Corollary 5.1. Suppose that $X$ is a real reflexive strictly convex and smooth Banach space, $x, y \in X, y \neq 0$ and that $K=\{r y: r \in R\}$. If $P_{K^{0}} J x=\Pi_{K^{0}} J x$, then

$$
\langle J x, y\rangle\langle J y, x\rangle \geqslant 0 .
$$

Proof. By Proposition 1.3 in [3],

$$
\Pi_{K} x=\frac{\langle J x, y\rangle}{\|y\|^{2}} y .
$$

By Theorem 3.1, one has

$$
J x=J \Pi_{K} J^{*} J x+P_{K^{0}} J x=J\left(\frac{\langle J x, y\rangle}{\|y\|^{2}} y\right)+P_{K^{0}} J x .
$$

Hence,

$$
\langle J x, x\rangle=\left\langle P_{K^{0}} J x, x\right\rangle+\left\langle\frac{\langle J x, y\rangle}{\|y\|^{2}} J y, x\right\rangle
$$

and hence

$$
\begin{aligned}
\|x\|^{2}-\frac{\langle J x, y\rangle}{\|y\|^{2}}\langle J y, x\rangle & =\left\langle\Pi_{K^{0}} J x, x\right\rangle \\
& \leqslant\|J x\|_{*}\|x\|=\|x\|^{2}
\end{aligned}
$$

The last step comes from the Corollary 2.3. Thus,

$$
\frac{\langle J x, y\rangle}{\|y\|^{2}}\langle J y, x\rangle \geqslant 0
$$

i.e.,

$$
\langle J x, y\rangle\langle J y, x\rangle \geqslant 0 .
$$
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